Abstract

Developing a multilingual topic classification model that performs better than Wikipedia’s current model and scales easily to languages other than English.

BoW NN Model: The model uses an unordered document representation by taking an average of the fastText embeddings for all words in an article. We pass this representation through a neural network with hidden layers, apply sigmoid at the end, and output scores for the 44 categories.

Multilingual Embeddings: For a multilingual approach, we use the best BoW model trained on English articles and plug in the aligned embeddings for other languages (Russian or Hindi for our experiments). Another approach is to train on a mix of articles in different languages.

Methods

Alternative Text Classification Models: We explore advanced networks such as LSTM, self-attention based transformers. Another approach we experiment is to replace the self attention weights with softmax of Inverse Document Frequencies (IDF) of the words in the articles.

Language Independent Models: Wikipedia articles are comprised of alternate metadata like section headers and links. We evaluate the BoW NN model performance on section headers and featurized inlinks & outlinks. Additionally, we train a Graph Neural Network using network connections as features.

Results: Language Independent Models

- Links and section header based approaches don’t perform well in comparison to the approaches using the whole article text.
- GNN model that uses just connections between articles performs surprisingly well, GraphSAGE achieves 0.642 micro F1 score.

Results: Language Dependent Models

- BoW NN is the best model from our experiments with a micro F1 score of 0.816. It trains much faster and has fewer parameters compared to Self-Attention LSTM model, which has a similar score.
- Graph NN model shows great potential as it achieves 0.642 micro F1 score using only links as input. This approach is scalable for all languages and we can experiment further by including node features such as text embeddings for articles.
- Our LSTM based networks do not perform as expected and we hypothesize that model performance will increase with a larger dataset.
- All categories in the dataset are not evenly balanced and we can explore weighted loss functions.
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We present here a simpler Bag-of-Words (BoW) model that significantly improves the classification performance and also investigate alternative approaches such as LSTMs, GNNs among others, that scale better to more languages.

Data: 115K articles in English (~2% of all Wikipedia articles) and 33K articles in English, Russian and Hindi, which are aligned.
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Figure 1. Data overview

Figure 2. Distribution of categories

Figure 3. BoW NN model architecture

Figure 4. fastText aligned word embeddings

Figure 5. Self Attention LSTM Architecture

Transfer Learning Approach: We explore the following setting: given a trained classification model and sufficient labeled examples or just a few examples for a new category (not seen before), can we classify articles belonging to this new category accurately.

Results: Language Dependent Models

- Neural network BoW model improves upon existing Gradient Boosting model - from 0.668 to 0.816 micro F1 score.
- More advanced architectures, such as LSTM and Self Attention LSTM, don’t further improve the score.
- Inverse Document Frequency (IDF) can be used as attention weights, reducing the number of parameters to train.
- Frozen model trained on English articles does not perform well on a new language (Russian). Possible reasons can be poor alignment of multilingual text embeddings or model overfitting on English language.
- Micro F1 score for model trained on a new language improves when the fastText weights are initialized with a pre-trained English model.
- For a given language, multilingual models (trained on mix of aligned English, Russian and Hindi articles, 10k each) perform comparable to monolingual models (trained on articles in given language, 10k).

Figure 6. GraphSAGE architecture

Figure 7. Performance of Multilingual vs. Monolingual BoW NN
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