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Prerequisites

Calculus (gradients, Hessian)
Linear algebra (vectors, matrices)

Probability (expectation, covariance matrix)



Goal

Analyze regression and linear regression from a probabilistic perspective



Constant estimate

Goal: Estimate a quantity represented by a random variable y

If we have no data (but we know the distribution) what is the best estimate
in terms of mean squared error (MSE)?

. I VAN 2 ~ ~2
argrcnelﬁE((c ¥)?) =E(c* —2cy +3?)

= 2 - 2cE(7) + E (%) = g(c)



Constant estimate

g(c) = c*—2cE(y) + E (7°)
g'(c) =2(c - E(y))
g'(c)=2

Convex with minimum at E(y)!

The mean is the best constant estimate in terms of MSE



Regression

Goal: Estimate response (or dependent variable)

Data: Several observed variables, known as features (or covariates,
or independent variables)



Probabilistic perspective

Response: random variable y
Features: random vector X

What estimator (function of X) minimizes mean squared error?



Minimum mean squared error

We observe X = x
Uncertainty about y is captured by pdf (or pmf) f; z—, of ¥ given % = x
Let w have that distribution
What is the minimum MSE estimate?
mcin E[(Ww — ¢)?]

The mean of w, which equals the conditional mean

By |% = )=/€Ryfy|;<y|x)dx



Estimating rain from temperature

Rain
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Are we done?

Assume we have 5 features with 100 possible values each
How many conditional averages do we need to estimate? 10'°!

This is known as the curse of dimensionality



Linear regression

We need to make assumptions

Simple but powerful assumption: Relationship is linear (or rather affine)
¥~ BT+ Bo
For fixed B € RP and 3y € R

Mathematically, gradient of the regression function is constant



Estimating rain from temperature
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Estimating minimum from maximum temperature

Minimum temperature

151

10+

---- Nonlinear regression e
—=—- Linear regression

0 5 10 15 20 25
Maximum temperature




Linear regression

Constant term is a bit annoying

y~BT%+ b
Idea: Since [y is a constant offset, can we just center everything?

c(y) =y —E(y)

(%) == % — B(%)



Centering

For fixed 8 € RP what is the optimal 5;?

argminE (7 — %743 — fo)’] = E(7 %7 5)

Plugging in:
minE2 (7~ %78~ fo)?’| = B |(7 ~ %78~ B(y) + B(®)BY]
= E[(c(7) - 8Tc(®)?]

From now on, everything will be centered (i.e. zero mean)



MSE

Goal: Find 8 minimizing

B[(7 - %76| =E(7%) - 2B(7%)" 8 + 8TE(x")8
=BT B — 25 B+ Var (§) = £(B)

where the cross-covariance vector equals



MSE function

Quadratic form

f(B) := BT Tz — 253 + Var (§)
=BTAB+bTB+c

How does it look like?



Convex?




Concave?




Neither?




Gradient and Hessian

Quadratic form

f(B):=BTAB+b"B+c
VF(B) = 2A8 + b

V2f(B) = 2A



Gradient

Determines tangent plane
If gradient is zero, tangent plane is horizontal
We focus on point 8* where gradient is zero
VI(B)=2A"+b=0
and rewrite the quadratic form setting
b= —2Ap3"
Note that we have

f(8) = () AB" + bTS" + c
=—(8")TAB" +c



Linear minimum MSE estimator

Quadratic form
f(8):=BTAB—b"B+c
=BTAB—2(B*)TAB+c
=(B-B8)TAB-B")—(B)TAB" + ¢
= (B—B")TA(B - B") + f(BY)

(assuming A is symmetric)

If for any nonzero v vT Av > 0 then 5* is the solution!



Covariance matrices are positive semidefinite

For any vector v € RP
vI¥sv = Var <VT>"<> >0

If Xz is full rank, then positive definite



So the MSE looks like this!




Linear minimum MSE estimator

Quadratic form
F(B) == BT LxB — 2578 + Var ()
VF(B) =236 —2Lp3=10
B =3y
Corresponding MSE
E (}7 — NTZ);lZ;(};)z]

= E(J%) + LL5 Bk 1)y — 2B(% )Ty
= Var(y) — z{yzglzW



Additive model

Assume independent additive noise with zero mean j = X7 Birue + 2
Var(y) = Var(%" Berue + 2)
= ﬁt—{'_ueE(i)?T)/Btfue + Var (2)
= ﬁt-lr-ueziﬁtrue + Var (2)

Tsy = B (K57 Buue + 2))
= Z>"<Btrue

MSE = Var(y) — Z5,5; ' T5y
= B'Zr-ueziﬁtrue + Var(Z) - ﬁt-{o—uez)?zglzf(ﬁtrue
= Var(2)



What have we learned?

» Mean is best constant estimate in terms of MSE

» Conditional mean is best regression estimate in terms of MSE
(but we often can't compute it)

P Best linear estimate only depends on covariance matrix of features,
and covariance between features and response



