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Scientific goal
● We want to understand the atomic structure of catalysts. 
● To see the structure, we image them using an electron microscope. 



Scientific goal
● We want to understand the atomic structure of catalysts. 
● To see the structure, we image them using an electron microscope. Actually, 

this guy does the imaging. 
● It is estimated that 90% of all 

manufactured products involve catalytic 
processes somewhere in their production 
chain, and such products have 
considerable impact in energy, healthcare 
(pharmaceuticals), new – materials 
(polymers), transport, and the environment 
(water, air quality, renewable and bio – 
produced materials)



This is what comes out of the microscope:



Single frame



Wiener filtering and wavelet-based method



How can we use neural networks to denoise these data?

We need clean image - noisy image pairs to train…

To obtain the clean images we need to denoise!



Simulating electron-microscope images
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An atomic model was built to describe the studied system: Pt supported on ceria, CeO2

Challenge: The simulation depends on imaging parameters (e. g. tilt, defocus) that are 
likely to change during the acquisition of experimental data
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Defocus= 8nm      Defocus= 10nm Defocus= 12nm Defocus= 14nm

Modulations on intensity: Defocus effect

Variations on the electromagnetic lens 
lead in modifications of the defocus value



Generation of dataset

Variations in structure (thickness, nanoparticle size, 
superficial defects) ~1000 atomic models

Variations in imaging parameters

~ 20.000 simulated images



Now we have “clean images” what else do we need?



Empirical distribution is well approximated as iid Poisson

We need to simulate the noise!



Goal: Train convolutional neural network to denoise



Convolutions



ReLU



DnCNN (Zhang et al, 2017)



DnCNN





How can we improve it?



Receptive Field



Receptive Field



DnCNN has a receptive field of 41 x 41



Difficult to see structure in small regions



UNet has large receptive field



Much better results! 



Much better than DnCNN 

DnCNN



Another example 



Another example 
DnCNN



Increasing field of view



Ok, what about the real data?
Noisy Movie (Input) Denoised Movie (Output)



This looks great, but what is this thing doing?



Linear approximation of the learned function

f(x) ≅Jx x



Network looks at neighboring atoms!



In the vacuum



On the surface
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