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Prerequisites

Covariance matrix

Principal component analysis



Goals

Define Gaussian random vectors and explain connection to principal
component analysis



Gaussian random variables

The pdf of a Gaussian or normal random variable § with mean x and
standard deviation o is given by
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Gaussian random vector

A Gaussian random vector X is a random vector with joint pdf
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where 11 € R? is the mean and ¥ € R9%9 the covariance matrix

¥ € R9*9 is positive definite (positive eigenvalues)



Contour surfaces

Set of points at which pdf is constant when =0
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Ellipsoid with axes proportional to \/\;



2D example
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How does the ellipse look like?



Contour surfaces
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Uncorrelation implies independence

If the covariance matrix is diagonal,
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the entries of a Gaussian random vector are independent



Proof
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Proof
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Linear transformations

Let X be a Gaussian random vector of dimension d with mean x and
covariance matrix

For any matrix A € R™*? and b € R™ j = A% + b is Gaussian with
mean Ay + b and covariance matrix AZAT (as long as it is full rank)



PCA on Gaussian random vectors

Let X be a Gaussian random vector with covariance matrix ¥ := UAUT
The principal components
pc:=U"x

are Gaussian and have covariance matrix

UTsu™ =A
so they are independent

Only holds if data are Gaussian!



Maximum likelihood for Gaussian vectors

Log-likelihood of Gaussian parameters
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Solution is sample mean and variance

Additional justification, but PCA is useful without Gaussian assumption!



What have we learned

Definition of Gaussian random vectors and connection to principal
component analysis



