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Improving model 
controllability with input 
and output alterations



Language models have 
some impressive 
capabilities



Logical inference, no tuning, 2 exemplars

PaLM: Scaling Language Modeling with Pathways, Chowdhery et al, arXiv 2022

https://arxiv.org/pdf/2204.02311.pdf


Logical inference, no tuning, 2 exemplars

PaLM: Scaling Language Modeling with Pathways, Chowdhery et al, arXiv 2022

Note: Still not 
perfectly factual

https://arxiv.org/pdf/2204.02311.pdf


Even hard NLU benchmarks got saturated

SuperGLUE: A Stickier Benchmark for 
General-Purpose Language Understanding Systems.  
Wang et al, NeurIPS 2019

Figure 2a from Beyond the Imitation Game: 
Quantifying and extrapolating the capabilities of 
language models (Big-Bench), Srivastava et al, arXiv 
2022

https://arxiv.org/abs/1905.00537
https://arxiv.org/abs/1905.00537
https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2206.04615


Continued improvements from scale

Beyond the Imitation Game: Quantifying and 
extrapolating the capabilities of language models 
(Big-Bench), Srivastava et al, arXiv 2022

PaLM: Scaling Language Modeling with 
Pathways, Chowdhery et al, arXiv 2022

Scaling language models: Methods, analysis & 
insights from training gopher.

Training compute-optimal large language models

 Language models are few-shot learners

Figure 3 from PaLM 

https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2206.04615
https://arxiv.org/pdf/2204.02311.pdf
https://arxiv.org/pdf/2204.02311.pdf
https://arxiv.org/abs/2112.11446
https://arxiv.org/abs/2112.11446
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2005.14165


Focus: Complementary challenges

Typical NLU benchmarks: train (and/or prompt)-eval, input → output

Increasingly relevant other criteria:
● Controllability
● Adapting to 

○ Changing gold standards
○ New domains
○ New information

● Interpretability

Making the LM part better is not the only way to help on these
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Focus: Non-LM aspects of a NLU recipe



What’s left?

Focus: Non-LM aspects of a NLU recipe
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Controllable Semantic Parsing via 
Retrieval Augmentation

Panupong Pasupat, Yuan Zhang, 
Kelvin Guu 
EMNLP 2021

https://arxiv.org/abs/2110.08458
https://arxiv.org/abs/2110.08458


Controllability scenarios in semantic parsing

Domain at
training time

Output space at 
training time

1. New domain with new label space

2. Parse guiding for hotfixes

3. Schema label renaming

…without retraining the parameters of the encoder-decoder model



Reasons we may want to avoid retraining

Observe results immediately, speeding up development cycle

Get updates into production quickly

Avoid interacting with other clients if sharing the same base model

Training only on new might lead to catastrophic forgetting

Training on old + new computationally expensive



Experiments on English portion of
MTOP dataset (Li et al, 2021)

On standard train-test, was 
higher than prior state-of-the-art
84.3 → 85.1

Baseline: T5-base



Setting 1: Domain boot-strapping

Parser trained on set of existing domains
e.g., Alarm, calling, messaging, music

Small number of examples for a new domain 
available at test-time only

e.g., event

How can we benefit from these without any 
retraining?

1. New domain with 
new label space



Augment Inputs with Source Structures



Why the model may ignore the exemplars

Adding retrieval: 5% → 39% on the new domain.  Better, but why not higher?

If at training time, the exemplars are from the same set as training set:
● They don’t provide any new information
● Distracting if the retriever is less accurate than the seq2seq model

Result: the model might just ignore the exemplar portion of the input



Technique for faithfulness: Anonymization

Add examples with labels replaced with random numerical labels
“create call” → 42,   “contact” → 39,   “get contact” → 53, … 

Anonymize all, none, or half of the training examples



Exemplars Improve New Domains

MTOP (Li et al, 2021), 
averaged over 5 choices of 
new domains



Exemplars Improve New Domains

MTOP (Li et al, 2021), 
averaged over 5 choices of 
new domains



Comparison with fine-tuning



Setting 2: Parser guiding

After training, we might find some problematic 
predictions

“Hotfixes”

How can we change selected predictions 
without any retraining?

And, make these generalize beyond exact 
matches?

2. Parse guiding 
for hotfixes



Technique for Faithfulness: Guiding Tag

Add tagged examples with exact match of labels+hierarchical structure

Original input Input with guiding tag

Make a call to Jay Brown’s mom
@@ call Zoey’s wife
## [IN create call = 
  [SL contact = [IN get contact =
    [SL contact related = Zoey]
    [SL type relation = wife]]]]...

Make a call to Jay Brown’s mom
@@ PLATINUM call Zoey’s wife
## [IN create call = 
  [SL contact = [IN get contact =
    [SL contact related = Zoey]
    [SL type relation = wife]]]]...



Oracle experiment

Evaluate with exemplars restricted to have the same semantic template



Adversarial examples with the guiding tag

Parser needs to balance faithfulness to the exemplar and parse quality
Gave “adversarial” guiding exemplars with very different gold standards

Forced to predict Nicholas 
and Natasha are ingredients



Setting 3: Schema refactoring

After training, the schema might change

Need new predictions for old examples

How can we better use our updated 
index, without retraining?

3. Schema label renaming

Simulate with merging labels (“pre-refactor”) then splitting out again 
for evaluation, following Gaddy et. al (2020)

GET_EVENT GET_EVENT
GET_REMINDER



Both anonymizing + guiding tags help



Some analysis: Still headroom for retriever

MTOP (Li et al, 2021), 
standard development set



So far: Focused on the input side.  Output side?

Natural Language Understanding
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● Retrieval-augmentation
● Guiding tag
● Anonymization 



Some output side interventions

Simplifying the format (removing variables)

Outputting edits (adding variables)

Adding chain-of-thought reasoning



Simplifying the output format

Rewriting the COGS: A 
compositional generalization 
challenge based on semantic 
interpretation (Kim and Linzen, 
2020) to be variable free

Experiments in
Evaluating the Impact of Model 
Scale for Compositional 
Generalization in Semantic Parsing, 
Qiu et al arXiv 2022

https://aclanthology.org/2020.emnlp-main.731/
https://aclanthology.org/2020.emnlp-main.731/
https://aclanthology.org/2020.emnlp-main.731/
https://aclanthology.org/2020.emnlp-main.731/
https://arxiv.org/pdf/2205.12253.pdf
https://arxiv.org/pdf/2205.12253.pdf
https://arxiv.org/pdf/2205.12253.pdf


Improves in-context, less so for tuned models

● Solid = original
● Dashed =modified 



Improves in-context, less so for tuned models

● Solid = original
● Dashed =modified 

Frozen LMs with prompting only
Output matters a lot



Improves in-context, less so for tuned models

● Solid = original
● Dashed =modified 

Fine-tuned: output format matters much less



Task: Update articles with new information

FRUIT: Faithfully Reflecting Updated Information in Text, Logan et al, NAACL 
2022 (Best New Task)



Output: new article text, or variables?
[Indices] refer to sentences copied.

(Indices) refer to references for 
supporting evidence



Output as edits improves over T5



Chain-of-thought-prompting

Chain of Thought Prompting Elicits Reasoning in Large Language Models, Wei et al, arXiv 2022



Gives large gains when prompting, math Qs



Beyond natural language 
understanding



Language models are increasingly good

Language 
model LM OutputLM Input



NLU based around language models
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What can we now base around good NLU?



What can we now base around good NLU?

NLU Input
NLU
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What can we now base around good NLU?

New models for new problems
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One promising example: robotics

Do As I Can, Not As I Say: 
Grounding Language in Robotic 
Affordances
Ahn et al, arXiv 2022

https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2204.01691


One promising example: robotics

Do As I Can, Not As I Say: 
Grounding Language in Robotic 
Affordances
Ahn et al, arXiv 2022

https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2204.01691


Conclusion

Complementary challenges beyond train-test accuracy for LM-based NLU

Complementary components for LM-based NLU

Impressive language models  →  advances in language understanding 
          ↓
Impressive language understanding  →  advances in ______(?)



Thank You
Emily Pitler


